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Abstract

Space applications are inherently mission-critical and often real-time in nature. Traditional methods for
connecting compute with I/0 in space, suffer from significant drawbacks both economically and technically.
Ethernet, complemented by Time-Sensitive Networking (TSN) addresses these drawbacks while enabling the
higher speed connectivity next-generation space systems demand. This white paper explores the requirements
for networking in space, discusses how the TSN Ethernet addresses the requirements, and concludes with

how Microchip’s PIC64-HPSC's unique combination of high-performance 64-bit computing and TSN Ethernet
unleashes a new era of innovation to power the global space economy.
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1. Introduction

Driven by a wide range of new applications and opportunities, the global space economy is
entering a period of tremendous growth. The World Economic Forum forecasts direct investment in
launchers, satellites, and space exploration will grow from $330B in 2023 to $755B in 2035.

Figure 1-1. Investment in Launchers, Satellites, and Space Exploration (SBillions)

.

Indirect Space Economy (Applications) L.

Direct Space Economy (Launchers, Satellites, Exploration)

Source: Space: The $1.8 Trillion Opportunity for Global Economic Growth, World Economic Forum

Whether it be satellites, launchers, landers, or rovers, there is an ever-present need within space
applications for both more compute and more bandwidth. Subsequently, the networks used to
connect the compute with the I/0 (sensors, actuators, instruments, camera, and motors) must also
scale. However, not all networks are created equal. Typical networking and connectivity methods
used in space applications such as SpaceWire and SpaceFibre struggle to keep up with the need

to move increasing volumes of data, faster, more reliably, and with determinism. Further, since
these methods are only used in space applications, they are often exceptionally costly. Relying on
older, slower, and proprietary technologies is a factor that could slow the growth rate of space
applications.

The solution to these challenges is Ethernet complemented by Time-Sensitive Networking (TSN).
Ethernet has dominated our networks since its inception and as a result enjoys unmatched
economies of scale. Similarly, for the same reasons that TSN is growing in importance in the
Industrial, Automotive, and Communications markets, TSN will be a key technology in aerospace
applications such as Low-earth Orbit (LEO) satellites, launch systems, landers, and rovers. TSN and
Ethernet provide the reliability and determinism that mission critical applications require, while
providing the necessary bandwidth required in space applications. Furthermore, Ethernet is a true-
unifying layer allowing the simultaneous support of real-time and non-real time traffic flows. Lastly,
the ubiquitous nature of Ethernet coupled with robust ecosystem ensures that Ethernet is the most
cost-effective networking solution on Earth or in space.

This white paper discusses the following:

+ The architecture of a representative space application—the satellite
+ The requirements for a networking solution in space

«  Why the TSN and Ethernet are ideal for space applications

+  How Microchip's PIC64-HPSC provides TSN with Ethernet to catalyze and enable the future of
spaceflights
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2. Space Applications

Figure 2-1 shows that much like Earth-based applications, space applications and systems are built
out of three basic layers or components:

+ Compute and Storage
+ Sensors and Actuators
+ Networking and Connectivity

In the simplest case, the compute layer takes sensor data as input and outputs control
information to actuators. Meanwhile, the compute layer interfaces with the outside world through
the communication links for command-and-control information. All these system elements are
interconnected through the networking and connectivity layer.

Figure 2-1. Basic Building Blocks of Space Applications

Launchers Crewed Missions

Networking and Connectivity

Let's take a satellite for example.

Figure 2-2 shows that a typical satellite is composed of a Platform or Spacecraft Bus as well

as a Payload section. The Platform section is responsible for the flight and navigation of the

satellite itself. Onboard computers in the Command and Data Handling System (CDHS) perform
mission-critical and real-time processing on sensor and navigational data received from the Attitude
Determination and Control System (ADCS). Meanwhile, Telemetry and Command information is
sent to and received from ground stations though the Telemetry and Command Communications
system. The mission-critical, real-time nature of the Platform section requires an interconnect that is
Fault-tolerant, resilient, deterministic, and synchronized.

Meanwhile, the Payload section is responsible for conducting the specific mission of the satellite
itself. Example missions include Earth Observation, Science, Broadband Communications, and
Positioning Navigation and Timing (for example, GPS). As the Platform section, the Payload section
features a set of onboard computers in the Payload Data Handling System (PDHS) which interfaces
with mission specific functions such as instruments, communications, and sensors. Earth-based
ground stations communicate with the Payload section through the Payload Communications
system. Generally, the payload section handles significantly higher data bandwidths than the
platform section, in some cases up to 10 Gbps or more. Requirements such as Fault-tolerance,
resiliency, and determinism are generally mission-specific.
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Figure 2-2. Example Architecture for a Satellite
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The following table summarizes the key technical characteristics of the Platform and Payload
sections of a satellite.

Table 2-1. Platform and Payload Technical Characteristics

Mission Critical Mandatory Mission-Specific
Real-Time Mandatory Mission-Specific
Bandwidth Mbps Gbps or 10s of Gbps
Fault-Tolerance/Resiliency Mandatory Mission-Specific
Determinism Mandatory Mission-Specific
Synchronization Mandatory Mission-Specific

These differences traditionally have led to different technology choices in the Platform and Payload
sections. MIL-STD-1553 is a common Platform level interconnect, while SpaceWire has traditionally
been used in the Payload section.

The next section of this white paper takes a closer look at the requirements of a typical space
application.
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3. Space Application Requirements

In general, space applications, whether they are launchers, satellites, landers, rovers, or crewed
systems are considered as mission-critical and requires real-time processing. Figure 3-1 shows
mission-critical and real-time systems are built on four fundamental characteristics:

+ Networking, efficient, scalable, and quality-of-service aware

+ Fault-tolerance, inclusive of all components in the system

+ Determinism, enabling events to happen at predictable times

+ Synchronization, enabling all components to have a common view of time

Figure 3-1. Mission-Critical and Real-Time Characteristics

Networking Fault-Tolerance Determinism Synchronization

* Bandwidth

¢ Flow granularity
* Quality of Service
¢ Switchable

* Phase and time
* Redundant

* Low latency

* Low latency variation

* Transmission confidence
* Compute confidence

* Radiation-Hardened
¢ Error Correcting

* Error Avoidance

* Redundant

Mission-Critical and Real-Time
U

Let's explore each of these characteristics.

3.1 Networking

Networking

* Bandwidth

* Flow granularity
* Quality of Service
* Switchable

Mission-critical and real-time systems such as space applications can have a wide variation in their
data transfer capacity requirements, ranging from very low (for example, 10 Mbps) to very large (>
10 Gbps). Networking protocols need to be defined for these extremes, for rates between these
extremes, and for even higher capacities in the future. In addition, individual data transfer flows
within an aggregated link must also have high probability guarantees for the quality of service.

For instance, some flows within a system are critical, while the others are less. It is imperative to
ensure priority is given to the most critical flows. Likewise, the network must be switchable to enable
flexibility and scalability.
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3.2 Fault-Tolerance

Fault-Tolerance

» Radiation-Hardened
* Error Correcting

s Error Avoidance

s Redundant

All mission-critical systems need to be Fault-tolerant and resilient. Space adds the additional
complexity of a harsh radiation environment, which increases Fault rates. By performing radiation-
hardening strategies, the Fault rate of a device can be reduced significantly, making it more resistant
to damage or malfunction due to high levels of ionizing radiation (particle radiation and high-energy
electromagnetic radiation). Hardening can be implemented in many ways, including the use of Error
Correction Codes (ECC) to fix Faults, the use of redundant instances of logic or of functions to detect
a Fault or to enable majority voting to overcome a Fault, and the use of radiation-hardened standard
cells to reduce the probability that a logic instance can become faulty.

Beyond hardening against radiation effects, a Fault-tolerant and resilient space application must
also endeavor to ensure that the data transfers reach their intended target. The probability of
success can be improved significantly by sending redundant copies over diverse transmission paths.

Lastly, a resilient system must also endeavor to ensure that unintended data transmissions are not
sent or received, and when they are, the consequences are contained. Thus, a mechanism to filter
and police must be in place to improve Fault-isolation.

3.3 Determinism

3

2]

Determinism

* Low latency

* Low latency variation

* Transmission confidence
* Compute confidence

Determinism refers to the confidence that a data transmission will be sent and received within an
expected time slot.

Key characteristics of a deterministic system are its latency and latency variation. In a mission-critical
application, the late arrival of a time-critical packet could have devastating effects on the mission.

Traditionally, latency performance has been achieved using network protocols and topologies
developed specifically for the given application.

Beyond the network, the compute layer must also provide determinism. Determinism at the
compute layer can be achieved using real-time or time and space partitioning operating systems,
tightly coupled memory structures, and high-precision timers.
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3.4 Synchronization

Synchronization

* Phase and time
* Redundant

Finally, all nodes within a mission-critical and real-time system must have a common and accurate
view of both time and phase.

For critical time sensitive functions, this synchronized time must be continuously available and
trustworthy. These features have not been generally available or possible with Ethernet until
recently, with newly defined TSN functions.

While it is expected that most modern use cases will require synchronization, there might still be
some that do not (for example, segregated sub-networks supporting legacy non-mission-critical and
non-real-time applications). For these use cases, /EEE® P802.7DP provides an asynchronous option,
in which all the benefits of TSN except those associated with synchronization are still available.
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4. Ethernet and TSN for Space Applications

As noted previously, space applications have traditionally relied on legacy protocols such as MIL-
STD-1553 or SpaceWire for interconnect. However, these legacy protocols suffer from various
challenges, not the least of which includes limited bandwidth and high cost. For the space economy
and the innovation unlocked by it to truly flourish, a new solution is required.

That solution is Ethernet. Ethernet offers the bandwidth, flow granularity, quality-of-service, and
prioritization that space applications demand. Furthermore, the widespread nature of the Ethernet
ecosystem provides the opportunity to lower the cost of space applications.

To address mission-critical and real-time applications, Ethernet is complemented by Time-Sensitive
Networking (TSN). TSN is a set of standards developed by the Time-Sensitive Networking Task Group
(TG) of the IEEE 802.1 Working Group (WG). TSN provides Fault-tolerance, resiliency, determinism,
and synchronization for Ethernet based networks.

The TSN TG is developing a set of profiles to assist the aerospace, industrial, communications, and
automotive industries to adopt TSN in their applications, see the following figure. The IEEE P802.1DP
project covers aerospace, including space applications. Microchip has been a leading contributor to
this industry effort.

Figure 4-1. TSN Profiles by End-Market Application

Aerospace Industrial Communications Automotive

e

|EEE 802.1CMde IEEE P802.1DG

IEEE P802.1DP

Let's explore IEEE P802.1DP in further detail and see why it enables mission-critical applications in
space.

4.1 Introduction to IEEE P802.1DP: TSN Aerospace Profile

IEEE P802.1DP, TSN for Aerospace Onboard Ethernet Communications, is a profile intended for

use in aerospace applications spanning military and commercial aviation as well as space. The
profile provides a selection of the TSN functions needed to deliver Fault-tolerance, determinism, and
synchronization to an Ethernet-based network. The following table summarizes the TSN functions
included in IEEE P802.1DP and the key capabilities they bring to service mission-critical and real-time
aerospace applications.
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Table 4-1. Key Functions of the IEEE P802.1DP TSN Profile for Aerospace

Function Group Specification Name Features to Enable Mission Critical Applications

IEEE 802.1CB, 802.1CBdb +  Protects against loss of a packet
Frame Replication and

T - Protects against loss of a link
Elimination for Reliability (FRER)

*  Protects against equipment failure

IEEE 802.1Qi + Detects and drop packets that exceed the configured
Fault-Tolerance and Per-Stream Filtering and Policing maximum size configured for the stream
Resiliency 175177 +  Detects and drop packets that arrive outside of the

associated transmission window for the stream

+ Detects and drop packets from a stream that has exceeded
its allocated bandwidth

+ Optionally drops the entire stream when any of its packets
violate a PSFP rule

IEEE 802.1Qbv Transmits packets of a given stream at deterministic times,
Time-Aware Shaper (TAS) enabling reduced latency and latency variation

Determinism IEEE 802.1Qav Creates a smoothly paced stream with a fixed upper bandwidth
Credit Based Shaper Algorithm ~ limit
(CBSA)
802.1AS Synchronizes each node within a network

Generalized Precision Timing
Synchronization ~ Protocol (gPTP)

|EEE P802.1ASed Fault-Tolerant Timing Module (FTTM) enables constant
availability of time and time integrity

802.1Qcc Time-Sensitive Describes fully-centralized network configuration and user

Management Networking Configuration configuration models

Aside from the functions listed in the preceding table, TSN also includes other functions that may
prove valuable in space applications:

+ Cyclic Queuing and Forwarding (CQF), as defined in subclause 5.13.1.2 of IEEE 802.1Q-2022 and
IEEE 802.1Qch-2017

« Frame Preemption, as defined in subclause 6.7 of IEEE 802.1Q-2022 and IEEE 802.1Qbu-2016,
and the associated MAC Merge sublayer, as defined in clause 99 of IEEF 802.3-2022 and IEEE
802.3br-2016

The appendix of this white paper includes a detailed description of each of these TSN functions.

Now, let's explore how Microchip’s PIC64-HPSC delivers high-performance compute along with
integrated TSN for mission-critical applications.
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5.1

PIC64-HPSC Delivers TSN for Space

Microchip’s PIC64-HPSC represents a revolutionary breakthrough in the capabilities available in
a 64-bit microprocessor - on Earth let alone for space applications. The device blends the best
features of Commercial Off The Shelf (COTS) processors such as high-performance computing,
virtualization, and Al, with the Fault-tolerance and radiation hardening required to survive in the
demanding environment of space. Crucially, the PIC64-HPSC also features an extensive array of
Ethernet features complemented by TSN to enable mission-critical and real-time applications.

The following figure shows the key features of the PIC64-HPSC.

Figure 5-1. Key Features of the PIC64-HPSC

HPSC Redefines What’s + High Performance 64-bit Computing
Possible in Space Computing < * Upto 26k DMIPs
= * Virtualization
Artificial Intelligence
* TSN Ethernet Integration
240G TSN Ethernet Switch
Comprehensive TSN Feature Set
Up to 20 ports with speeds from 10M to 10Gbps
* Exceptional Fault-Tolerance
* Defense-Grade Security
* Radiation-Hardened and Radiation-Tolerant

Traditionally, compute and switching are implemented in separate, discrete devices. In space
applications, this can add significant cost and power. By integrating these features in the same
device, Microchip's PIC64-HPSC not only helps reducing the cost and power consumption of space
systems but also unlocks the important technical advantages for mission-critical and real-time
applications.

PIC64-HPSC provides the ability to synchronize or align compute timers (Elapsed Timers (ET)
and high-precision timers) with PTP timers, allowing the Operating System (OS) and associated
workloads running to be synchronized to the network time (for instance, in the case of TAS).

This is important because within a node responsible for real-time or mission-critical workloads,
there is often a need to quantify the potential interference channels to bound a given application’s
real-time performance. Without the coordination of OS and the PTP/ET/TAS views, the node’s
interference due to inter-node communication is hard to control, especially when involving shared
resources like DDR and on-chip interconnect bandwidth. By combining a time partitioned OS with
TAS scheduling (and linking external transmission windows to specific I/0 partition windows), PIC64-
HPSC enables increased determinism and performance bounding of the compute within a given
node.

TSN Feature Set
The following figure shows that PIC64-HPSC integrates two distinct subsystems for supporting TSN:
* A 240G TSN Ethernet Switch

- The Ethernet switch supports L2 switching as well as static L3 forwarding

- DMA offload engines enable connectivity between the Application CPUs and the switch

+ Four TSN-capable Ethernet Endpoints are provided for connectivity between the Application
Complex and external ports while bypassing the TSN switch entirely
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Figure 5-2. PIC64-HPSC Block Diagram Highlighting TSN Features

Application CPU Complex
8x 64-hit CPU Cores

Network on Chip (NOC)

DMA Offload Engines

e L]

TSN Ethernet TSN TSN TSN TSN
Switch I I I I
i I PCS/ PCS/ PCS/ PCS/
Up to 28 PCS/MAC MAC MAC MAC MAC
16x Ethernet Ports 4x Ethernet Ports
10M/100M/1G/2.5G/5G/10GE 10M/100M/1G/2.5G/5G/10GE

PIC64-HPSC provides one of, if not, the most complete sets of TSN functions available. Based on
Microchip's field-proven and best-in-class VSC75xx and LAN96xx families, the PIC64-HPSC supports
the following TSN functions, see the following figure. Importantly, PIC64-HPSC is fully aligned to
the IEEE P802.1DP aerospace profile. As noted previously, Microchip is a leading contributor to this
industry initiative.

Figure 5-3. TSN Functions Supported by PIC64-HPSC

Feature Aerospace Profile HPSC HPSC
StandardName (P802.1DP) Endpoint Ports

Timing and Synchronization for Time-Sensitive

802.1AS Abplizationg Proposed J
- Precision Clock Synchronization Protocol for J J
Timing IEEE1350 Networked Measurement and Control Systems
802.1ASed Fault Tolerant Timing with Time Integrity (Fault- Pl \/ \/
FTT™M Tolerant Timing Module) po
Forwarding and Queuing Enhancements for J J
U2 REY Time Sensitive Streams (Credit Based Shaper) BIobosec
Forwarding Enhancements to Traffic Scheduling (Time ~/ J
and queuing 802.1Qbv e Chanar Proposed
802.1Qch Cyclic Queuing and Forwarding J Not applicable
Policing 802.1Qci Per Stream Filtering and Policing Proposed \/ J
Redundancy 802.1CB Frame replication and elimination for Proposad J J
redundancy
: 2 Stream Reservation Protocol (SRP) J
LR | e Enhancements and Performance Improvements RicPceed J
802.1Qbu Frame Preemption J J
Delay
Reduction
802.3br Interspersing Express Traffic Q/ \/
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5.2 PIC64-HPSC Software Features for TSN

Software is a critical component of any TSN application. The TSN feature set of the PIC64-HPSC is
enabled by a complete software package of Drivers/APls, and Turnkey Application Software. The
following figure shows the high-level software architecture from the perspective of the Ethernet
switch. Here, system developers may choose to interface with the switch at three different layers:
+ Management Layer

* Application Layer

* API Layer

Figure 5-4. Ethernet Switch Software Architecture

Management Layer
SNMP JSON-RPC Graphical User | Command Line | Management Customers may interface here to

Interface (Web) | Interface (CLI) |Layer implement or integrate NMS, or
(\Ne ) ( ) y customize their GUVCLI

Application Layer

Port Control QoS L2 Switching Protection PR )
Security Stacking L3 Switching | Synchronization L::e:a e S Turnkey Software
OAM & Test Power Savings Management TSN
API Layer
Application Programming Interface (API1) Layer ﬁ\ MESA
Chip Interface
- Board BSP
: suppon Development and Build Tools
MICROCHIP 1 Package Evaluation platform components
i (BSP)
PI C ' Software
Hardware

At the API layer, PIC64-HPSC leverages Microchip's field proven MESA SDK for switch configuration.

At the Application layer, Microchip provides turnkey application software, with the following
benefits:

+ Standards-based

+ Reduced development time

+ Reduced development cost

« Alignment to IEEE P802.1DP TSN profile for aerospace
+ Seamless integration with MESA SDK

5.3 PIC64-HPSC Application Enablement

In space, the variables Space, Weight, and Power (SWaP) has critical importance. By integrating TSN
switching alongside compute, PIC64-HPSC provides system developers new opportunities to reduce
SWaP as well as Cost (SWaP-C) by reducing the number of discrete components. In Figure 5-5, the
PIC64-HPSC acts as the main on-board computer and switch for the Platform section of the satellite.
As shown in the red data path, various platform or payload components can communicate with
each other through the switch. The green data path demonstrates the case where the Application
CPU Complex of the PIC64-HPSC is used to process the data, for instance to make decisions
regarding the flight of the spacecraft.
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Figure 5-5. PIC64-HPSC Enables Convergence of Compute and Switching
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The following figure shows how the PIC64-HPSC may be used on separate compute and switch
modules in larger or modular systems.

Figure 5-6. PIC64-HPSC Enables Modular Space Systems

Modular Space Application
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PIC64-HPSC provides space application system designers with architectural and feature flexibility to
optimize SWaP-C and to meet their mission goals.
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6. Conclusion

The global space economy is poised for tremendous growth over the next decade. New satellites,
new missions to the Moon and beyond, and new applications will drive ever-increasing needs for
bandwidth on these mission-critical systems. Ethernet and TSN deliver the best combination of
technical features, ecosystem, and economic value to help enable this growth.

Microchip's PIC64-HPSC provides space system developers with high-performance 64-bit computing
and TSN Ethernet in a radiation-hardened/radiation-tolerant silicon platform enabled by an ever-
growing software ecosystem. With PIC64-HPSC, space system developers can take advantage of the
following key value for space applications ranging from launchers to rovers and landers:

Optimized SWaP-C

Field-proven TSN hardware

Field-proven turnkey software

Full support for IEEE P802.1DP

TSN Ethernet switching and connectivity tightly coupled with high-performance computing

The following figure shows the PIC-64-HPSC's TSN Ethernet value proposition.

Figure 6-1. PIC-64-HPSC’s TSN Ethernet Value Proposition

Launchers Crewed Missions
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TSN Hardware | Turnkey Software ™
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@ MICROCHIP

15



7.1

7.2

Appendix: TSN Technical Details

This section discusses the TSN technical details.

TSN Standards

Following are the pointers to the standards that define the TSN functions discussed in this
whitepaper:

+ Credit Based Shaper Algorithm (CBSA) is defined in subclause 8.6.8.2 of IEEE 802.1Q-2022 and
IEEE 802.7Qav-2009

« Enhancements for Scheduled Traffic (commonly known as the Time-Aware Shaper (TAS)) is
defined in subclause 8.6.8.4 of IFEE 802.1Q-2022 and /EEE 802.1Qbv-2015

+ Per-Stream Filtering and Policing (PSFP) is defined in subclause 8.6.5.2 of IEEF 802.1Q-2022 and
IEEF 802.1Qci-2017

+ Frame Replication and Elimination for Reliability (FRER) is defined in /EEE 802.1CB-20717 and /EEE
802.1CBdb-2021

« Timing and Synchronization for Time-Sensitive Applications (commonly known as the generalized
Precision Timing Protocol, gPTP) is defined in /EEE 802.1AS-2020 and draft standards IEEE
P802.1ASdm and IEEE P802.1ASed

+ Time-Sensitive Networking (TSN) configuration is defined in clause 46 of IEEE 802.1Q-2022 and
IEEE 802.1Qcc-2018

+ Cyclic Queuing and Forwarding (CQF) is defined in subclause 5.13.1.2 of IEEE 802.1Q-2022 and
IEEE 802.1Qch-2017

+ Frame Preemption is defined in subclause 6.7 of IEEE 802.10Q-2022 and IEEE 802.1Qbu-2016,
and the associated MAC Merge sublayer is defined in clause 99 of IEEE 802.3-2022 and IEEE
802.3br-2016

Credit-Based Shaper Algorithm (CBSA)

The TSN Credit-Based Shaper Algorithm (CBSA) creates Ethernet streams that have a defined upper
bandwidth limit and that are steadily paced. The following figure shows an example of credit-based
pacing. Credits are incremented at a configured rate with a positive slope = operIdleSlope, when
no frame from the stream is being transmitted. Credits are decremented with a negative slope =
(operIdleSlope - transmitRate), when the stream is being transmitted, where transmitRate is
the transmit rate of the Ethernet MAC. The start of transmission of a frame is only performed when
the credit value is zero or greater.

Streams that use the CBSA are assigned to traffic classes with higher priority than those that do not
use CBSA. When the TSN network is configured accordingly, the combination of these pacing and
priority characteristics allows CBSA streams to pass through the TSN network with little congestion,
hence achieving deterministic latency with little latency variation for these streams.
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Figure 7-1. Pacing Example for TSN Credit-Based Shaper Algorithm
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7.3 Time-Aware Shaper (TAS)

The TSN enhancements for scheduled traffic function, also known as the Time-Aware Shaper (TAS),
uses transmission gates to create time-division multiplexed windows on the Ethernet link. Example
windows for traffics classes 1 and 2 are shown in Figure 7-2. Each TSN stream is assigned to a gate
and can only be transmitted while its assigned gate is open. Each TAS gate scheduler must ensure
that no transmission starts before the gate is open and that all transmission must end before the
gate is closed.

The TAS function isolates the transmission of a TSN stream of one traffic class from the transmission
of other TSN streams of other traffic classes. This isolation protects the transmission of a traffic class
from the transmissions of a misbehaving traffic class.

The TAS function also gives better determinism of the arrival time of the frames from a TSN stream
at its destination.

Figure 7-2. TSN Time-Aware Shaper Transmission Windows
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7.4 Per-Stream Filtering and Policing (PSFP)

The TSN Per-Stream Filtering and Policing (PSFP) function performs frame-size filtering, flow
metering, and stream gate filtering on individual TSN streams. For frame-size filtering, any Ethernet
frame from the TSN stream that exceeds its maximum size is dropped. For flow metering, Ethernet
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frames from the TSN stream that cause it to exceed its bandwidth limit are dropped. For stream
gate filtering, any Ethernet frame from the TSN stream that is not completely contained within its
assigned transmission window is dropped. Options are available to permanently, until changed by
network management, drop all frames from the TSN stream if any of the TSN stream's frames
violates at least one of the PSFP functions.

Fault isolation is enhanced when PSFP is combined with CBSA and/or TAS. Figure 7-3 shows that the
PSFP functions located downstream of a transmit port, at its peer receive port, detects misbehavior
on the transmit port and prevent this misbehavior from propagating through the network.

For example, if the CBSA function for stream 1 erroneously transmitted at 6 Gbps and was not
policed, the 10 Gbps egress port of Ethernet Switch 1 will be overwhelmed with 11 Gbps of traffic.
The resulting congestion on this egress port affects streams 2 and 3. However, the PSFP flow
metering function in Ethernet Switch 1 polices stream 1 and limits it to 5 Gbps.

Figure 7-3. Enhanced Fault Isolation with CBSA, TAS, and PSFP
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Frame Replication and Elimination for Reliability (FRER)

The TSN FRER function provides frame redundancy to Ethernet solutions. It performs frame
replication on a TSN stream at the talker side and frame elimination at the listener side.

The following figure shows that an additional field called an R-TAG is added to every frame of the
TSN stream that undergoes FRER replication.

Figure 7-4. Typical Ethernet Frame with FRER R-TAG
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The following figure shows that the R-TAG is 6-bytes in size and consists of a 2-byte EtherType field
with value OxF1C1, followed by a 2-byte RESERVED field, and them a 2-byte Sequence Number field.
The Sequence Number increments for each subsequent frame of the TSN stream.
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Figure 7-5. Format of FRER R-TAG

EtherType = OxF1C1 RESERVED Sequence Number
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While there is no fundamental limit to the number of replications that can be produced by FRER, it is
typically limited in practice to one replicated frame per original frame (that is, 1+1) or two replicated
frames per original frame (that is, 1+2).

With 1+1 FRER, two versions of the same frame travel two different paths from the talker to the
listener and the probability of the listener not receiving any non-faulty instance of the frame is
reduced from P to P2, where P is the probability of a frame suffering an error when passing from the
talker to the listener on a single path.

With 1+2 FRER, three versions of the same frame travel three different paths from the talker to

the listener and the probability of the listener not receiving any non-faulty instance of the frame is
reduced from P to P3, where P is the probability of a frame suffering an error when passing from the
talker to the listener on a single path.

The following figure shows an example of 1+1 FRER operating over a VITA 78.0 dual-star topology
Ethernet network, where frame replication is performed at a talker end station and the frame
elimination is performed at a listener end station.

Figure 7-6. FRER over a Dual-Star Ethernet Network

End End End
station station station

T/

FRER replication \\ FRER elimination

original replicated >,/ recovered
Ethernet N\ | instance 1 Listener\‘ Ethernet
frame _|Talker end [========P={ Central | Central frame
—> . X - . end —
station Switch |+ ~ SWItCh  f— )
station

replicated
instance 2
///
.4 y - RN T
End End End
station station station

Fault-Tolerant Time Synchronization and Time Integrity (gPTP and FTTM)

The TSN gPTP function distributes time across an Ethernet network using event (timestamped)
frames and general (non-timestamped) frames. The basic mechanisms used by gPTP to distribute
time are already well described by many papers and tutorials (for example, Tutorial on
Synchronization: A Key Function in Time-Sensitive Networking and Beyond) and are not further
discussed in this paper.

For space applications, the most stringent time alignment requirement between all nodes in a
network is 1 ps, with the network expected to be of a size that has 5 to 15 timing hops.

Space applications also use the external port configuration mode for gPTP. That is, the gPTP time
distribution paths are manually configured rather than dynamically determined by a gPTP Best
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Transmitter Clock Algorithm (BTCA). This is done by manually configuring the timeTransmitter and
timeReceiver attributes of each port of each PTP Instance (that is, each end station and each switch).

However, space applications require something new such as, continuous availability of the time
and timing integrity, even during Fault scenarios. No existing gPTP mechanism satisfies both
requirements.

The following figure shows a typical connection from a gPTP Grandmaster Clock (GM) to a clock
target. The availability of the time to the clock target could be temporarily lost if a PTP Relay Instance
or a link fails, resulting in a change to the distribution path to the clock target. Also, the integrity of
the time cannot inherently be trusted because the basic gPTP mechanisms cannot detect if the time
has been corrupted by any of the PTP Instances in the distribution path or by the GM itself.

Figure 7-7. Typical Connection From GM to Clock Target
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Solutions to achieve constant availability and timing integrity were initially developed in the IEEE
P802.1DP project but were subsequently moved to, and will ultimate be defined in, the IEEE
P802.1ASed project. At the time of this paper, the definitions of the solutions are still unfinished.
However, the concepts behind the potential solutions are discussed here.

To achieve continuous availability and timing integrity, even during Fault scenarios, a new function
called the Fault-Tolerant Timing Module (FTTM) is defined. The FTTM is used in a network that has
access to multiple independent instances of time, see the following figure. It is placed between PTP
instances and the clock target.

Figure 7-8. Independent Connections from Three GMs to a FTTM and Clock Target
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In the preceding figure, a time agreement generation function is used to align the multiple GMs.
To provide true independence between the aligned (when not-faulty) GMs, this function must be
resilient to Byzantine faults. This function is worthy of having its own paper and is not further
discussed here. However, some references for it are provided in 8. References section.

The FTTM receives and monitors the time from the multiple gPTP instances and, using an
appropriate algorithm, finds and selects a time that is both available and has integrity to deliver
to the clock target.

To achieve constant availability of time, the FTTM receives multiple sources of time. If one source is
lost or corrupted, another is still available.

To achieve time integrity, the FTTM compares the times from the multiple PTP instances. An error
in one can be detected by its deviation from the others. If multiple times are matched with a
sufficiently small difference, then they can be deemed to be trustworthy and, thus, have integrity.
The FTTM can then select any of the trustworthy times to give to the clock target. This selection is
based on which trusted PTP instance has the median time.

7.7 Cyclic Queuing and Forwarding (CQF)

The TSN CQF function is the result of combining PSFP and TAS in a communication system and
concluding what is the maximum delay through each switch.

CQF assumes that all well-behaving time-sensitive traffic is setup over the TSN network in a manner
that does not cause congestion. When this behavior is combined with TAS, for which all transmission
windows of all switches and end stations are aligned, then if that well-behaving time-sensitive

traffic arrives within its transmission window on a switch's ingress port, its minimum and maximum
latency through the switch to the transmission window of an egress port of the switch can be
determined.

PSFP is used to ensure that no unexpected congestion occurs for the TSN streams. It does this by
dropping all frames received by the switch that cause a TSN stream to violate its maximum frame
size limit, its allowed capacity, or its stream gating.

The following figure shows the operations and expectations discussed in this section.
Figure 7-9. Latency Control with CQF
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When the preceding expectations are met:
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+  The minimum latency of a frame in the switch is equal to the intrinsic delay of the switch, see

Figure 7-10.

* The maximum latency of a frame in the switch is represented b
at the end of the next transmission window and the time at the
window, see Figure 7-11.

Figure 7-10. Minimum CQF delay
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7.8 Frame Preemption
The TSN frame preemption functi

on segregates traffic into two classes, express and preemptable,

and pauses the in-progress transmission of frames from the preemptable class to allow frames
from the express class to be transmitted sooner. The potential head-of-line blocking delay

experienced by express frames is

reduced. These concepts are illustrated in the following figure.

Figure 7-12. Frame Preemption Concepts
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As listed in the following table, the head-of-line blocking delay has a significant impact on the

end-to-end transfer latency of a f
that permits large frames.

rame, especially in a system that uses slow Ethernet link rates and

Table 7-1. Example—Head-of-Line Blocking Delays with And without Frame Preemption

Blocking frame Size (bytes)
Ethernet Rate
10M
100M
1G
10G
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Head-of-Line Blocking Delay (ms)

Without Frame Preemption With Frame Preemption

1522 9622 127
1217.6 7697.6 101.6
121.8 769.8 10.2

12.2 77.0 1.0

1.2 7.7 0.1
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